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Abstract
 The integration of artificial intelligence (AI) into educational 
settings has expanded rapidly, yet empirical research on its practical 
applications remains limited. We conducted a pilot study to evaluate 
the use of AI-generated practice questions in a first-year pharmacy 
course and their impact on student performance in summative 
assessments. The objectives for this study were to see if 1) there 
was a difference in AI- and faculty- developed practice questions 
to prepare for summative assessment performance, and 2) practice 
questions led to better summative assessment performance. Students 
in an introductory pharmacology course received practice questions 
either created by AI or instructors. AI-generated practice questions 
were at least as effective as faculty generated practice questions, 
demonstrating marginally improved performance (p = 0.06), while 
requiring less faculty time to produce. Notably, students receiving 
practice questions from either AI or faculty generated demonstrated 
significantly higher summative assessment scores compared to a 
previous cohort that did not receive practice questions (P<0.001). 
These findings suggest that AI can be a valuable tool for maintaining 
or enhancing student outcomes without a perceived increase in 
faculty workload.
Keywords: ChatGPT, Practice Test, AI-generated, Faculty Burnout
Introduction
 AI-based large language models (LLM), such as ChatGPT, are 
expanding rapidly. Since ChatGPT’s launch in late 2022, there are 
over 9,000 publications (search term: (Chat GPT) OR (ChatGPT)) 
indexed in PubMed as of April 2025. Of these, approximately 2870 
focus on education (search term: (Chat GPT) OR (ChatGPT)) AND 
(education)), and 705 specifically address education and healthcare 
(search term: (Chat GPT) OR (ChatGPT)) AND (education) AND 
(healthcare)). Much of this literature remains theoretical, with a 
focus on ChatGPT’s potential applications. Empirical research is still 
emerging.
   In a systematic review of 60 studies, Sallam [1] outlined key benefits 
of AI in healthcare, including improvements in scientific writing,

data analysis, personalized learning, and workflow efficiency. 
However, the review also raised significant concerns regarding ethical 
issues, bias, plagiarism, and the potential spread of misinformation. 
The authors encouraged the development of ethical guidelines to 
ensure the responsible use of AI in healthcare settings [1].
  Similarly, a review by Lo [2] analyzed 50 articles across educational 
disciplines, finding that ChatGPT’s performance varied by subject. 
For example, ChatGPT excelled in economics but struggled in 
mathematics. ChatGPT was shown to assist in refining educational 
materials and assessments. However, Lo stressed the importance 
of verifying content to avoid inaccuracies and misinformation. The 
review also emphasized the need for updated institutional policies 
and comprehensive teacher training to effectively integrate AI into 
the classroom [2]. Although these articles highlight the need for 
oversight, they also clearly demonstrate the growing use of ChatGPT 
in education. One area that has received some attention but still lacks 
substantial empirical data is the use of ChatGPT for generating test 
questions.
   Yang and colleagues [3] provide psychological evidence in a 
review article supporting the use of tests as effective learning 
tools, particularly in enhancing knowledge retention [3]. Similarly, 
Augustin [4] emphasizes that active retrieval practice rather than 
passively reviewing content is a significantly more effective strategy 
for promoting learning and long-term retention, particularly among 
medical students [4]. In a study by Naujoks and colleagues [5], the 
authors investigated two studies examining the impact of practice 
tests on academic performance among undergraduate psychology 
students [5]. The findings of the study suggest that practice tests 
enhanced academic performances. Despite substantial evidence 
supporting the effectiveness of practice tests in enhancing student 
learning, a major drawback is the significant increase in faculty 
workload associated with generating multiple sets of questions. This 
added burden may discourage instructors from incorporating practice 
tests into their teaching.
     In a study by Cheung and colleagues [6], researchers compared the 
quality and time required to generate 50 multiple-choice questions
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(MCQs) using ChatGPT versus expert instructors on content from 
medical textbooks. The questions were randomized and evaluated 
for quality by five independent international reviewers. The results 
showed no significant difference in quality between the two sets of 
questions. However, ChatGPT generated the questions in just 20 
minutes and 25 seconds, compared to 211 minutes and 33 seconds for 
the experts, more than ten times longer. Other studies have also noted 
that writing well-constructed exam questions is a time-consuming 
and challenging task for instructors [7].
  To address this workload issue, we piloted a study comparing 
the impact of two sets of practice questions on subsequent exam 
performance: one set generated by ChatGPT based on course 
materials and another manually created by instructors. Our aim was 
to evaluate assessment outcomes with and without practice tests, 
and to compare the effectiveness of practice questions generated by 
instructors and ChatGPT.
Objective/Aims
1.	 To see if there was a difference in AI- and faculty- developed 

practice questions to prepare for summative assessment 
performance.

2.	 To see if practice questions led to better summative assessment 
performance.

Methods
Study Population
 The study population consisted of first-year (P1) students enrolled in

an introductory pharmacology course during 2024 at a private 
college of pharmacy on the west coast of the US. The course 
followed a structured Team-Based Learning (TBL) format, designed 
to enhance student engagement and collaborative learning [8]. The 
2024 cohort was taught online as part of a hybrid curriculum and 
was exposed to both AI- and faculty- developed practice questions 
prior to summative assessments. For historical context, data was also 
examined in the 2022 cohort, where classes were similarly taught 
online due to COVID-19 but were not administered practice tests 
prior to summative assessments.
Under description of the Experimental and Control 
groups and Study Design   
  The 2024 cohort received weekly practice tests each Friday, 
consisting of 42 questions covering material from that week, in 
preparation for a weekly Monday assessment. There were a total 
of ten practice exams and ten summative assessments. To maintain 
alignment with TBL principles, students first completed an 
individual practice test, followed by a team-based test where teams 
worked collaboratively to answer the same questions without access 
to external resources. Practice test questions were either faculty-
generated (FGQ) or AI-generated (AIQ), with AIQ questions created 
using ChatGPT. All AIQ questions were reviewed by instructors to 
ensure accuracy and alignment with course learning outcomes. A 
comprehensive description of the prompt employed to generate the 
AIQ is available in Appendix 1. FGQ and AIQ were administered to 
all students of the 2024 cohort at the same time (Figure 1).

  Two instructors taught the course, each covering an equivalent 
number of topics. One instructor developed FGQ questions and the 
other created AIQ questions for the associated practice tests. Students 
were exposed to either FGQ or AIQ depending on which instructor 
delivered the content. Performance on the exam questions was linked 
back to the specific instructor. Questions were identified as AIQ or 
FGQ via a prefix in front of the question (e.g. AIQ #1, FGQ #2). 
In contrast, students in the 2022 cohort did not receive any practice 
questions.
   The first objective was to determine whether there were differences 
in students’ summative assessment outcomes depending on whether 
the preceding practice questions were FGQ or AIQ. For final 
summative assessments, all students were administered only faculty-
generated questions. 

  A secondary objective of the study was to determine whether 
providing practice questions to students before the final assessment 
improved performance. Students in the 2022 cohort completed a 
midterm and a final exam during the course but did not receive either 
FGQ or AIQ questions beforehand.
Inclusion / Exclusion Criteria
 Students enrolled in the required pharmacology course that 
completed all practice and summative assessments, either in 2022 
(47 of 47 students) or 2024 (24 of 29 students) were included in the 
study. Four students were excluded from the 2024 cohort due to not 
participating in either practice tests or summative assessments.
Dependent Variable   
   Student performance was defined as the number of correct questions 
divided by the total number of questions on summative assessments.



Page 3 of 5

J Basic Appl Pharm Sci
Volume 3. 2025. 111                                                                                                                                                                                       

Independent Variable
   Two independent conditions were embedded in the intervention. 
The first was whether the practice tests contained FGQ or AIQ 
questions. FGQ were used for all final summative assessments for 
both cohorts. The second was whether students were administered a 
practice test before the summative assessment. The 2022 cohort did 
not receive a practice test, whereas the 2024 cohort did.
Statistical Analysis
  Statistical comparisons of mean scores between FGQ and AIQ 
performance within the same cohort were conducted using paired 
t-tests. An independent t-test was used to compare the 2022 and 
2024 cohorts. Given the small number of eligible participants, the 
p-value < 0.1. Statistical tests were conducted using Microsoft Excel, 
Microsoft Corporation, Version 16.0, 2019.

IRB
  The protocol was reviewed and approved by the Institutional Review 
Board at West Coast University as an exempt protocol.
Results
   Table 1 summarizes the data used to evaluate both study objectives. 
A direct comparison was made on the scores of the summative tests 
following AIQ and the FGQ used as practice assessments within the 
2024 cohort (Figure 1, Comparison A). Students who completed the 
AIQ practice quizzes scored significantly higher (p < .06) on the 
summative assessment (mean = 80.6%) than when practicing with 
FGQs (mean = 77.7%).

Comparisons Comparison A Comparison B Comparison C
Study Groups FGQ AIQ 2022* FGQ 2022* AIQ
Percentage 77.7% 80.6% 64.5% 77.7% 64.5% 80.6%
Standard Deviation .09% .11% .09% .09% .09% .11%
t-test (df) -1.98 (23) 6.36 (66) 5.49 (66)
P-value .06 < .001 < .001
* Summative assessments in both years were faculty-generated, and the outcome measure 
is the mean score on the summative assessment. AIQ = Artificial intelligence generated 
practice questions; FGQ = Faculty Generated Questions. The p-value was set to 0.10.

Table 1. Comparison of Percentage Score between artificial intelligence generated questions 
and 2024 and 2022 control groups.

   A statistically significant difference was observed in mean scores 
on the summative assessment between the 2022 and 2024 student 
cohorts (Figure 1, Comparisons B and C). The 2022 cohort, which 
did not receive weekly Friday practice quizzes, achieved a mean 
score of 64.5%, whereas the 2024 cohort, following FGQs (Figure 1, 
Comparison B), attained a mean score of 77.7% (p < .001).
  Under the third condition, the 2024 cohort, which completed AIQ as 
practice quizzes prior to the faculty-developed summative assessment, 
also demonstrated significantly higher performance compared to the 
2022 cohort, which received faculty-developed questions but no 
practice questions (Figure 1, Comparison C). Students in the 2024 
AIQ group achieved a mean score of 80.6%, compared to 64.5% in 
the 2022 group (p < .001). Thus, both comparisons, AIQ versus no 
practice questions, and AIQ versus FGQ, indicated that AI-generated 
practice questions were associated with improved assessment 
performance.
Discussion
 Our findings support previous research showing that practice 
testing is a worthwhile and consistently effective learning strategy, 
especially in higher education and professional training. For the 
2024 cohort, following the FGQ, there was a 13.2% improvement 
in summative scores. Following the AIQ, the 2024 cohort achieved a 
16.1% improvement in summative scores. Findings from the current 
study indicate that practice questions aided in student learning. 
AIQ questions performed just as effectively as FGQ on summative 
assessment performance.
   Incorporating practice exam questions into the curriculum offers 
several benefits, particularly before comprehensive or high stakes 
assessments. Among various learning strategies, practice exams have 
been identified as one of the most effective methods for enhancing 
learning and retention [9]. Exposure to practice questions enhances 
knowledge retention through repeated retrieval of information 
[10]. Furthermore, practice testing provides opportunities for 
immediate feedback, encourages peer engagement, and promotes 
the development of critical thinking and metacognitive skills. It 
also supports self-assessment and helps students refine their study 
strategies [11].

  Despite documented benefits, writing exam questions is time-
consuming for faculty, which may deter the use of practice tests. 
In this study, students completed 10 practice tests, one at the end 
of each week. Creating well-constructed questions that assessed 
understanding across different cognitive levels, including higher-
order and critical thinking, required significant instructor time. 
For each exam, instructors wrote 42 questions. Depending on the 
complexity and intended cognitive level, drafting each question took 
approximately 5 to 15 minutes. In contrast, using AI with a well-
designed prompt, the entire process of generating, reviewing, and 
revising all 42 questions to meet instructional goals took less than 30 
minutes, without compromising the quality of the exam questions. 
To mitigate potential burnout among faculty members, AI systems 
could provide immediate answer keys and rationales. These tools are 
particularly valuable for formative assessments and practice tests, 
enabling students to receive instant feedback, without additional 
burden on instructors.
  These results are consistent with other studies in medical and health 
sciences education that demonstrated practice exams can predict 
performance on summative assessments [12, 13]. Similarly, a study 
with pharmacy students found that repeated testing on drug knowledge 
and calculation improves learning outcomes [14]. Burnout among 
professors in higher education is a growing concern, compounded 
by the pressure to produce high-quality teaching materials [15]. 
Developing exam questions that accurately assess student learning 
while aligning with course objectives is an intellectually demanding 
and time-consuming challenge. AI tools have the potential to reduce 
instructors' workloads by generating diverse, high-quality exam 
questions, suggesting multiple-choice distractors, and even tailoring 
questions to varying levels of difficulty [16].
   An anecdotal finding from this study was that the quality of AIQ 
questions is highly dependent on the design of the input prompt. 
In the initial phase of the study, the quality of the AIQ questions 
was suboptimal. For instance, only 23 out of the 42 questions were 
considered suitable for the exam. Correct answers were often easily 
identifiable due to inconsistent formatting. For example, the correct
options were significantly longer than the others or included a
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question indicator absent from the incorrect choices. Additionally, 
most questions reflected low-level cognition, focusing primarily on 
recall.
  To address these issues, teaching materials, such as instructor-
prepared handouts and lecture slides, were uploaded into ChatGPT. 
A refined prompt was developed with clear criteria for constructing 
effective MCQ emphasizing consistent formatting and targeting 
a spectrum of cognitive complexity, from basic comprehension to 
higher-order critical thinking. The prompt also indicated the use 
of brief clinical scenarios and answer choices that required the 
integration of multiple concepts to arrive at the correct response. 
As a result, the quality, relevance, and difficulty level of the AIQ 
questions improved significantly, although expert review remains 
essential to ensure accuracy and appropriateness.
   Consistent with our findings, Ahmed and colleagues [17], in their 
study of medical school exams comparing expert versus ChatGPT 
generated questions, also emphasized that prompt refinement is 
a crucial step in producing high-quality questions that align with 
learning objectives [17]. In another study by Law and colleagues 
[18], the authors noted that the AI-generated items lacked the depth 
and complexity of those written by experts, again emphasizing the 
importance of human oversight to maintain content quality. Future 
research on the quality and alignment of the prompt with academic 
content is necessary to continue to assess the quality of AIQ 
questions. As AI becomes increasingly integrated into education, it 
is essential for educators to assess its potential to enhance student 
learning outcomes, and to reduce faculty burnout.
  One of the main limitations of this study is the sample size. In 
this pilot study, the intervention was assessed in a single cohort. 
Additionally, while both the 2022 and 2024 cohorts were taught 
online, the format of the courses differed. The 2022 cohort included 
traditional midterms and finals, whereas the 2024 cohort included 
weekly exams. More frequent testing may have promoted continuous 
engagement and improved short-term knowledge retention. 
Furthermore, the close timing of practice tests to the summative 
exams could have resulted in short-term performance gains rather 
than deep learning and long-term retention.
  Despite these limitations, evidence supports practice questions 
as a learning tool and in this study, AIQ questions were at least as 
effective as questions created by instructors. Further research is 
needed to evaluate the effectiveness of AI-generated practice tests in 
supporting long-term learning.
Conclusion
 This study demonstrated that practice tests incorporating AI-
generated questions were just as effective as those created by faculty 
in improving student outcomes. Though further research is needed, 
AI may help instructors incorporate practice tests without the typical 
burden of writing additional test questions.
Competing Interests: The authors declare that they have no 
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Prompt Component Example
Question Format Please write 20 multiple choice questions with 

4 answer choices including a correct answer and 
explanation

Topic about the attached class material (upload material)
Audience For first year pharmacy students
Level At the understand and apply levels
Purpose To prepare students for a major assessment
Compiled Prompt Example:
Please write 20 multiple choice questions with 4 answer choices including 
a correct answer and explanation about the attached class material, at the 
understand and apply levels to prepare first year pharmacy students for a 
major assessment.

Appendix 1


